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Some stuff I’m working on
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Cortex morphology covariance matrix
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A big model

lh_b lh_cdln lh_cdlm lh_cn lh_nt lh_fs lh_nfrrp lh_nfrrt lh_st lh_ltrlc lh_ltrlr lh_ln lh_mdl lh_mdd lh_prh lh_parcntrl lh_prsp lh_prsr lh_prst lh_prcl lh_pstc lh_pstr lh_precntrl lh_prcns lh_rstrln lh_rstrlm lh_sprrf lh_sprrp lh_sprrt lh_sprm lh_fr lh_tm lh_tr lh_ns rh_b rh_cdln rh_cdlm rh_cn rh_nt rh_fs rh_nfrrp rh_nfrrt rh_st rh_ltrlc rh_ltrlr rh_ln rh_mdl rh_mdd rh_prh rh_parcntrl rh_prsp rh_prsr rh_prst rh_prcl rh_pstc rh_pstr rh_precntrl rh_prcns rh_rstrln rh_rstrlm rh_sprrf rh_sprrp rh_sprrt rh_sprm rh_fr rh_tm rh_tr rh_ns

F1 F2 F3

bnk cdln cdlm cns ent fsf infrrp infrrt ist ltrlc ltrlr lng mdl mdd prh parcntrl prsp prsr prst prcl pstc pstr precntrl prcns rstrln rstrlm sprrf sprrp sprrt sprm frn tmp trn ins
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A big model :(
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A small model?

http://mdtux89.github.io/2015/12/11/torch-tutorial.html (2015) 6



I Some SEM models are overparameterized (e.g., when p > n)

I We can’t estimate these models with default SEM

I Neural networks can be extremely overparameterized

I Deep learning software (e.g., TensorFlow) can still estimate these

I Can we use deep learning methods for SEM?
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Computation graphs

The SEM computation graph

Extending SEM

R package showcase

So what’s Bayesian about this?
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Computation graphs
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Computation graphs

Describe operations from parameters to loss function

θ → F (θ)
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Least squares regression computation graph
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Computation graphs

Software can automatically compute ∇F (θ) (autograd)
Software implements optimisation algorithms (e.g., Adam)
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Computation graphs

Computation graph + software → parameter estimation
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The SEM computation graph
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SEM computation graph

Describe operations from parameters to loss function

θ → F (θ)
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SEM computation graph

θ = {B0,Λ,Ψ,Θ}
B = (I −B0)

Σ = ΛB−1ΨB
−TΛT + Θ

FML(θ) = log |Σ| + tr
[
SΣ−1

]
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph

What can we do now

I Get gradient ∇FML(θ)

I Get Hessian Hθ = H [FML(θ)]

I Get standard errors: SEθ ≈
√
diag

[
H−1
θ

]
I Fit SEM models using smart optimiser (e.g., Adam)
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Example
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Example
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Extending SEM
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Extending SEM

Now we can edit the objective:

I Different objective

I Penalise structural paths

I Penalise factor loadings
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Least absolute deviation estimation
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Least absolute deviation estimation
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Least absolute deviation estimation
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Regularized regression
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Regularized regression
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Regularized exploratory factor analysis
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Regularized exploratory factor analysis
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase

0 2000 4000 6000 8000 10000

6.
0

6.
5

7.
0

7.
5

8.
0

8.
5

Loss plot

Iterations

Lo
ss

48



So what’s Bayesian about this?
I In principle, nothing, but:
I Penalties ⇔ Bayesian priors
I Stochastic gradient descent ⇔ Approximate Bayesian posterior estimation

(Mandt, Hoffman, & Blei, 2018)
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Future developments

I Stochastic gradient descent

I Batch processing

I Full-information methods / missing data

I Arbitrary penalties on parameters

I Other objective functions

I Dropout regularisation

I Early stopping

I ... (insert your idea)
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Automatic gradients
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Computation Graphs: gradient computation

Autograd: use the chain rule to traverse the graph from objective back to parameters
Deep learning book section 6.5.1, figure 6.10
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Gradient
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Gradient
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Gradient
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Gradient
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Parameter path for LASSO regression. (Early stopping showcase)
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