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Primer: something else I’m working on
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Brain structure covariance matrix (N >600)
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EFA with residual structure: a big model

lh_b lh_cdln lh_cdlm lh_cn lh_nt lh_fs lh_nfrrp lh_nfrrt lh_st lh_ltrlc lh_ltrlr lh_ln lh_mdl lh_mdd lh_prh lh_parcntrl lh_prsp lh_prsr lh_prst lh_prcl lh_pstc lh_pstr lh_precntrl lh_prcns lh_rstrln lh_rstrlm lh_sprrf lh_sprrp lh_sprrt lh_sprm lh_fr lh_tm lh_tr lh_ns rh_b rh_cdln rh_cdlm rh_cn rh_nt rh_fs rh_nfrrp rh_nfrrt rh_st rh_ltrlc rh_ltrlr rh_ln rh_mdl rh_mdd rh_prh rh_parcntrl rh_prsp rh_prsr rh_prst rh_prcl rh_pstc rh_pstr rh_precntrl rh_prcns rh_rstrln rh_rstrlm rh_sprrf rh_sprrp rh_sprrt rh_sprm rh_fr rh_tm rh_tr rh_ns

F1 F2 F3

bnk cdln cdlm cns ent fsf infrrp infrrt ist ltrlc ltrlr lng mdl mdd prh parcntrl prsp prsr prst prcl pstc pstr precntrl prcns rstrln rstrlm sprrf sprrp sprrt sprm frn tmp trn ins
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A big model :(
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Jacobucci, Brandmaier & Kievit (2019)
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A small model?

http://mdtux89.github.io/2015/12/11/torch-tutorial.html (2015) 7



I Some SEM models are overparameterized (e.g., when P > N)

I We can’t estimate these models with default SEM

I Neural networks can be extremely overparameterized

I Deep learning software (e.g., TensorFlow) can still estimate these

I Can we use deep learning methods for SEM?
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Deep learning part 1: adaptive first-order optimizers

Deep learning part 2: computation graphs

The SEM computation graph

Extending SEM

R package showcase
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Deep learning part 1: adaptive
first-order optimizers
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Adaptive first-order optimizers

The loss function is a function of parameters

F (θ)

Outputs a single number, a distance metric (e.g., expected -
observed; sum of squared residuals)
In statistics often log-likelihood F (θ) = `(θ|x , y)

11



SEM maximum likelihood loss function

θ = {B0,Λ,Ψ,Θ}
B = (I −B0)

Σ = ΛB−1ΨB
−TΛT + Θ

FML(θ) = log |Σ| + tr
[
SΣ−1

]
12



Optimizers find the parameters θ̂ for which the loss is minimum
(maximum)

At the minimum, the gradient of the loss ∇F (θ) – the vector of

partial derivatives
[
∂F
∂θ1
, ∂F∂θ2 ,

∂F
∂θ3
, ..., ∂F∂θP

]
– is 0

If there is no closed-form solution for ∇F (θ) = 0, optimizers may

still find the minimum in an iterative way: θ̂
(1)
, θ̂

(2)
, θ̂

(3)
, ..., θ̂

(R)

13



Gradient descent

Simplest iterative algorithm: take steps of size s in the direction of
the negative gradient (Cauchy, 1847)

θ̂
(i)

= θ̂
(i−1) − s · ∇F (θ̂

(i−1)
)

14



Gradient descent for F (θ) = θ2
1 + 5θ2

2

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●
●
●
●
●
●●●●●●●●●●●

●●●●●
●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

−1.0

−0.5

0.0

0.5

−1.0 −0.5 0.0 0.5
θ1

θ 2

15



Gradient descent can get stuck in local minima and determining the
step size is difficult

Deep learning field developed two main improvements to gradient
descent

Momentum and adaptive step-size

16



Momentum

Instead of using the gradient, use a moving average of the history
of gradients, for example with a decay of 0.99:

v
(i) = 0.99 · v (i−1) + (1− 0.99) · ∇F (θ̂

(i−1)
)

θ̂
(i)

= θ̂
(i−1) − s · v (i)

17



Gradient descent with momentum for F (θ) = θ2
1 + 5θ2
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https://distill.pub/2017/momentum/
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Adaptive step-size

Newer algorithms such as Adam (Kingma & Ba, 2014) also include
adaptive step-size

Idea: edit the step size per parameter based on how variable the
gradient in that direction is

Less variation in the history of gradients → larger steps

20



Adam for F (θ) = θ2
1 + 5θ2
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Adam is one of the most popular optimisation algorithms for deep
neural networks

Robust against many kinds of loss function abnormalities (e.g.,
local minima)

Note: for well-behaved* functions, Fisher scoring is still way better

*convex, twice continuously differentiable, not too many parameters, etc.
(please don’t quote this fuzzy statement)
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Deep learning part 2: computation
graphs

23



Computation graphs

Describe operations from parameters to loss function

θ → F (θ)

24



Least squares regression computation graph
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Computation graphs

Software can automatically compute ∇F (θ) (autograd)
Software implements optimisation algorithms (e.g., Adam)
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Computation graphs

Computation graph + software → parameter estimation

27



The SEM computation graph
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SEM computation graph

Describe operations from parameters to loss function

θ → F (θ)

29



SEM computation graph

θ = {B0,Λ,Ψ,Θ}
B = (I −B0)

Σ = ΛB−1ΨB
−TΛT + Θ

FML(θ) = log |Σ| + tr
[
SΣ−1

]
30



SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph
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SEM computation graph

What can we do now

I Get gradient ∇FML(θ)

I Get Hessian Hθ = H [FML(θ)]

I Get standard errors: SEθ ≈
√
diag

[
H−1
θ

]
I Fit SEM models using smart optimiser (e.g., Adam)
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Example
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Example
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Extending SEM

40



Extending SEM

Now we can edit the objective:

I Different objective

I Penalise structural paths

I Penalise factor loadings
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Least absolute deviation estimation
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Least absolute deviation estimation
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Least absolute deviation estimation
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Regularized regression
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Regularized regression
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Regularized exploratory factor analysis
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Regularized exploratory factor analysis

0.00

0.25

0.50

0.75

1.00

1 2 3 4 5 6 7 8 9 10
Factor Loading

Va
lu

e
lavaan tensorsem ridge lasso

53



R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase
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R package showcase

60



R package showcase
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R package showcase
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Automatic gradients
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Computation Graphs: gradient computation

Autograd: use the chain rule to traverse the graph from objective back to parameters
Deep learning book section 6.5.1, figure 6.10
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Gradient
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Gradient
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Gradient
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Gradient
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Parameter path for LASSO regression. (Early stopping showcase)
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